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Overview 

•  Noise reduction 
•  Speech Enhancement using multichannel speech input and microphone 

arrays 
•  Dereverberation 
•  Instrumental speech quality estimation 
•  Effect of noise reduction on intelligibility 
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Noise Reduction  

•  Machine learning 

–  Classic approaches apply a time-varying "lter (freq. domain gain 
modi"cation), designed using rules employing Gaussian or super-
Gaussian models. 

–  Machine learning approaches aim to learn the rule from training data 
•  Measure the a priori and a posteriori SNR and deduce the gain rule relating them 
•  Shows PESQ improvements of 0.1 to 0.2 compared to logMMSE 
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substantially better. The best performing rules from the stand-
ard set are ST MMSE and ST log-MMSE.  

C. Optimized Suppression Rules 
We can improve our enhancement ability using the parame-

terized model and the optimization criteria proposed in Section 
III. The rows “Optimal MSE” and “Optimal log-MSE” show 
the results from the optimization criteria in equations (6) and 
(7). As expected, the performance is close to ST MSE and ST 
log-MSE suppression rules. The main benefit from this model-
based approach is that the calculation of equation (5) is much 
faster than calculation of either of these two suppression rules. 
Figure 2 shows the shape of the “Optimal log-MSE” suppres-
sion rule. It keeps the shape of ST log-MSE rule show in Fig-
ure 1. Furthermore, Figure 3 shows the number of points we 
have in each 1x1 dB square of the prior and posterior SNRs. 
While we have data to cover most of the SNR space, we note 
that there are areas for which we do not have sufficient infor-
mation – this justifies using the parameterized model.  

The final row of Table 1 (“Optimal quality”) contains the 
result optimized using Eq. (9). In this particular case we used 
weight vector > @1.0,1 .0, 0 .01 w  which, considering the values 
range of each parameter, gives most of the weight to PESQ. 
This is why this suppression rule performs best in PESQ terms, 
while the performance in MSE and LSD terms is lower com-
pared to the other suppression rules.  

Figure 4 shows the PESQ as function of the input SNR for 
this and some of the other suppression rules from Table 1. It 
shows the expected trend of having higher PESQ when the 
input SNR is higher, and the different performance of the clas-
sic suppression rules. The “Optimal quality” suppression rule 
outperforms all suppression rules for the entire range of the 
input SNRs. Informal blind listening tests with several audio 
professionals confirmed that the signals processed with this 
suppression rule sound audibly better than any other suppres-
sion rule.  

V. DISCUSSION AND CONCLUSIONS 
In this paper we propose to learn, from training data, suppres-
sion rules for speech enhancement algorithms. This approach 
addresses two issues. The first is the classic assumption that the 
magnitude of the speech signal follows a Gaussian distribution. 
Using a training corpus we take advantage of the statistical 
properties of the signal and noise, and how they combine, to 
find the parameters of a suppression function that optimizes 
any one of several criteria. An interesting question is why do 
two of the rules we learn perform similar to their equivalents – 
ST MMSE and ST log-MMSE suppression rules.  A potential 
reason is the different way the prior SNR is defined and esti-
mated. In Eq. (2) the SNRs are defined as a long term statisti-
cal parameter – the ratio of the variations of the speech and 
noise signals. In reality they are estimated as instantaneous 
SNRs as in Eqs. (3) and (10). A computationally-efficient way 
to estimate these suppression rules is the primary benefit from 
this effort. 

The second issue we address is the optimality of the sup-
pression rule. Conventional suppression rules are optimal in the 
MSE sense, the ML sense, the log-MSE sense, etc. What we 

actually want is for humans to perceive the quality of the out-
put signal as better, compared to the non-processed signal. In 
Section III we propose a methodology to find a suppression 
rule, for specific data corpus, that is optimal in an objective 
sound quality measure – PESQ. The new suppression rule fits 
in the existing speech enhancement framework and can easily 
replace any of the other suppression rules.  

 
Figure 4. PESQ as function of the input SNR for various 

rules. 
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Figure 3. Number of points for each pair > @,[ J . 

 
Figure 2. Optimal log-MSE suppression rule 
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•  Model-based speech enhancement / NMF 
–  Supervised algorithms based on HMMs can work well but need an a 

priori model for each noise type 
–  New methods exploit nonnegative matrix factorization (NMF) in both 

supervised and unsupervised forms 
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Fig. 9. SDR and SIR improvements and SAR measure [42] to evaluate and
compare the unsupervised NMF-based denoising algorithms. For the Online
BNMF and Online NHMM variants, the noise basis matrix is learned online
from the noisy data, explained in Section III-B. The results are averaged over
different noise types. For the BNMF-HMM approach, similar to Fig. 6, only
three noise models are learned.

We evaluated three NMF-based enhancement systems
using a general speech model, which is learned similarly to
Section IV-A. We considered Online BNMF (Section III-B)
and Online NHMM (as explained earlier in Section IV). Ad-
ditionally, we included the BNMF-HMM in the comparison.
The considered BNMF-HMM model was identical to that of
Section IV-A, i.e., we learned only three models for factory,
babble and city traffic noises. For the other noise types, the
method is allowed to use any of these models to enhance
the noisy signal according to (10). Furthermore, we included
two state-of-the-art approaches in our experiments: The
STSA-GenGamma approach, identical to that of Section IV-A,
and a Wiener filter in which the noise PSD was estimated using
[12] and a decision-directed approach [50] was used to imple-
ment the filter. Here, the final gain applied to the noisy signal
was limited to be larger than 0.1, for perceptual reasons [51].
For the online BNMF and online NHMM algorithms, we

learned basis vectors for noise. Learning a large basis
matrix is this case can lead to overfitting since the dictionary is
adapted given a small number of observations ( in our
experiments). This was also verified in our computer simula-
tions. Hence, in contrast to the supervised methods for which we
learned 100 basis vectors for each noise, we learned a smaller
dictionary for online algorithms.
Fig. 9 shows the objective measures from BSS-Eval [42]

for different algorithms. As it can be seen in the figure, Online
BNMF has outperformed all the other systems. This method
introduces the least distortion in the enhanced speech signal
while performing moderate noise reduction. On the other hand,
Wiener filter and STSA-GenGamma reduce the interfering
noise greatly with the cost of introducing artifacts in the output
signal.
Online NHMM outperforms the Wiener and STSA-

GenGamma algorithms at low input SNRs with respect to
SDR but for high input SNRs the performance of the algorithm
is the worst among all the competing methods. Also, the amount
of noise suppression using Online NHMM is the least among
different methods.

Fig. 10. PESQ and Segmental SNR (SegSNR) improvements gained by the
unsupervised enhancement systems. Legend of this figure is similar to that of
Fig. 9.

Fig. 11. SDR and PESQ measured over short intervals of 5-second long.
Six different levels shown in green correspond to factory, babble, city traffic,
highway traffic, ocean, and hammer noises, respectively from left to right.
For the BNMF-HMM approach, only three noise models corresponding to the
first three noises are learned; for the other noise types, the estimator chooses a
model that can describe the noisy observation better than the other models.

Moreover, Fig. 9 shows that STSA-GenGamma provides a
higher-quality enhanced speech signal than the Wiener filter.
This is reported frequently in the literature, e.g., [7].
Another interesting result that can be seen in Fig. 9 is that

Online BNMF outperforms the BNMF-HMM. The difference
in the performance is even larger with respect to SegSNR and
PESQ, shown in Fig. 10. As it is shown in this figure, Online
BNMF outperforms the BNMF-HMM (and the other methods)
with a large margin.
To have a better understanding on how Online BNMF and

BNMF-HMM schemes behave for different noise types, we
evaluated SDR and PESQ over short intervals of time. To do
so, the noisy and enhanced speech signals were windowed into
segments of 5 seconds and then for each segment a SDR and
PESQ value was calculated. Fig. 11 shows such results as a
function of window index. The boundary of the underlying
noise types is shown in green in six different levels in which
segments belong to factory, babble, city traffic, highway traffic,
ocean, and hammer noises, respectively from left to right.
As can be seen in the figure, for the first three noise types
for which a noise-dependent BNMF model is learned offline
the BNMF-HMM approach works marginally better than the
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Fig. 9. SDR and SIR improvements and SAR measure [42] to evaluate and
compare the unsupervised NMF-based denoising algorithms. For the Online
BNMF and Online NHMM variants, the noise basis matrix is learned online
from the noisy data, explained in Section III-B. The results are averaged over
different noise types. For the BNMF-HMM approach, similar to Fig. 6, only
three noise models are learned.

We evaluated three NMF-based enhancement systems
using a general speech model, which is learned similarly to
Section IV-A. We considered Online BNMF (Section III-B)
and Online NHMM (as explained earlier in Section IV). Ad-
ditionally, we included the BNMF-HMM in the comparison.
The considered BNMF-HMM model was identical to that of
Section IV-A, i.e., we learned only three models for factory,
babble and city traffic noises. For the other noise types, the
method is allowed to use any of these models to enhance
the noisy signal according to (10). Furthermore, we included
two state-of-the-art approaches in our experiments: The
STSA-GenGamma approach, identical to that of Section IV-A,
and a Wiener filter in which the noise PSD was estimated using
[12] and a decision-directed approach [50] was used to imple-
ment the filter. Here, the final gain applied to the noisy signal
was limited to be larger than 0.1, for perceptual reasons [51].
For the online BNMF and online NHMM algorithms, we

learned basis vectors for noise. Learning a large basis
matrix is this case can lead to overfitting since the dictionary is
adapted given a small number of observations ( in our
experiments). This was also verified in our computer simula-
tions. Hence, in contrast to the supervised methods for which we
learned 100 basis vectors for each noise, we learned a smaller
dictionary for online algorithms.
Fig. 9 shows the objective measures from BSS-Eval [42]

for different algorithms. As it can be seen in the figure, Online
BNMF has outperformed all the other systems. This method
introduces the least distortion in the enhanced speech signal
while performing moderate noise reduction. On the other hand,
Wiener filter and STSA-GenGamma reduce the interfering
noise greatly with the cost of introducing artifacts in the output
signal.
Online NHMM outperforms the Wiener and STSA-

GenGamma algorithms at low input SNRs with respect to
SDR but for high input SNRs the performance of the algorithm
is the worst among all the competing methods. Also, the amount
of noise suppression using Online NHMM is the least among
different methods.

Fig. 10. PESQ and Segmental SNR (SegSNR) improvements gained by the
unsupervised enhancement systems. Legend of this figure is similar to that of
Fig. 9.

Fig. 11. SDR and PESQ measured over short intervals of 5-second long.
Six different levels shown in green correspond to factory, babble, city traffic,
highway traffic, ocean, and hammer noises, respectively from left to right.
For the BNMF-HMM approach, only three noise models corresponding to the
first three noises are learned; for the other noise types, the estimator chooses a
model that can describe the noisy observation better than the other models.

Moreover, Fig. 9 shows that STSA-GenGamma provides a
higher-quality enhanced speech signal than the Wiener filter.
This is reported frequently in the literature, e.g., [7].
Another interesting result that can be seen in Fig. 9 is that

Online BNMF outperforms the BNMF-HMM. The difference
in the performance is even larger with respect to SegSNR and
PESQ, shown in Fig. 10. As it is shown in this figure, Online
BNMF outperforms the BNMF-HMM (and the other methods)
with a large margin.
To have a better understanding on how Online BNMF and

BNMF-HMM schemes behave for different noise types, we
evaluated SDR and PESQ over short intervals of time. To do
so, the noisy and enhanced speech signals were windowed into
segments of 5 seconds and then for each segment a SDR and
PESQ value was calculated. Fig. 11 shows such results as a
function of window index. The boundary of the underlying
noise types is shown in green in six different levels in which
segments belong to factory, babble, city traffic, highway traffic,
ocean, and hammer noises, respectively from left to right.
As can be seen in the figure, for the first three noise types
for which a noise-dependent BNMF model is learned offline
the BNMF-HMM approach works marginally better than the
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Multichannel Speech Input 

–  Hardware examples showing some illustration of con"gurations 
•  AMI 
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•  Eigenmike 
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•  Meeting transcription (NTT) 
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•  Smartphone 
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•  Dataset examples 
–  AMI Corpus: Meeting corpus, simultaneous array and close mic 

recordings 
–  CMU Robust Speech Recognition Group: Microphone Array Database 
–  Multi-channel Overlapping Numbers Corpus (Idiap) 
–  Reverb Challenge datasets 

•  http://reverb2014.dereverberation.com/data.html 

•  Room Impulse Responses 
–  AcouSP 

•  Portal to several databases of room impulse response measurements 
•  www.commsp.ee.ic.ac.uk/~acousp 
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Microphone Array Processing 

•  “The adaptation of beamforming methods to speech enhancement 
problems remains an open issue. These difficulties may be attributed to 
the wide-band and nonstationary characteristics of a speech signal and 
to the very long, typically time-varying, room impulse responses (RIRs) 
relating moving speakers and microphones in acoustic enclosures.” 
–  Sharon Gannot 
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Existing Approaches 

•  Fixed beamforming  
–  Combine the microphone signals using a time-invariant "lter-and-sum 

operation (data-independent)  
•  [Jan and Flanagan, 1996]; [Doclo and Moonen, 2003].  

•  Blind Source Separation (BSS)  
–  Considers the received signals at the microphones as a mixture of all sound 

sources "ltered by the RIRs. Utilizes Independent Component Analysis (ICA) 
techniques 
•  [Makino et al., 2007]; TRINICON, [Buchner et al., 2004].  

•  Adaptive Beamforming  
–  Combine the spatial focusing of "xed beamformers with adaptive 

suppression of (spectrally and spatially time-varying) background noise 
•  [Cox et al., 1987]; [Van Veen and Buckley, 1988]; [Van Trees, 2002].  

•  Computational Auditory Scene Analysis (CASA)  
–  Aims at performing sound segregation by modelling the human auditory 

perceptual processing  
•  [Wang and Brown, 2006].  
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Ad hoc arrays using wireless acoustic sensor networks 

•  Advantages of ad hoc wireless microphone arrays (WASN) 
–  No calibration needed 
–  Better sampling of more of the sound "eld, given enough mics 
–  Easy deployment 

•  Applications 
–  Cooperative hearing aids 
–  Smart homes 
–  Surveillance  
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Introduction and motivation

Wireless acoustic sensor networks (WASNs)

Possible applications:

Cooperative hearing devices (e.g., binaural hearing aids)

Hearing devices supported by external microphones or other audio
devices

Domotics, smart homes and ambient intelligence

Surveillance

...

S. Gannot (BIU) and A. Bertrand (KUL) Distributed speech enhancement EUSIPCO 2013 5 / 83
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•  Reverberation is the convolution of the room impulse response (RIR) 
with the desired speech signal 
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Dereverberation 

UK-­‐Speech	
  17	
  Sep	
  2013	
   “What's	
  Happening	
  in	
  Speech	
  Enhancement	
  and	
  Acous8c	
  Signal	
  Processing?”	
   17	
  

•  Aim of dereverberation is to remove at least the reverberation tail and 
possibly also early re$ections 

Direct path 
(desired signal) 

Early re$ections 
(Contributes positively 

to intelligibility) 

Late re$ections 
(Degrades perceived 

speech quality) 
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Speech recognition technology has left the research 
laboratory and is increasingly coming into practi-
cal use, enabling a wide spectrum of innovative 
and exciting voice-driven applications that are rad-
ically changing our way of accessing digital servic-

es and information. Most of today’s applications still require 
a microphone located near the talker. However, almost all of 

these applications would benefit from distant-talking speech 
capturing, where talkers are able to speak at some distance 
from the microphones without the encumbrance of hand-
held or body-worn equipment [1]. For example, applications 
such as meeting speech recognition, automatic annotation 
of consumer-generated videos, speech-to-speech translation 
in teleconferencing, and hands-free interfaces for control-
ling consumer-products, like interactive TV, will greatly ben-
efit from distant-talking operation. Furthermore, for a 
number of unexplored but important applications, distant 

[Takuya Yoshioka, Armin Sehr, Marc Delcroix, Keisuke Kinoshita, 
Roland Maas, Tomohiro Nakatani, and Walter Kellermann]

[Robustness against reverberation 

for automatic speech recognition]
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Channel equalisation 

•  Aim: Design a linear "lter to equalise magnitude and phase 
•  Current research is looking at how to de"ne the target equalised 

response to maximise robustness to system identi"cation errors whilst 
maintaining quality [Lim and Naylor, 2013], [Kodrasi and Doclo, 2013] 
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Beamforming I 

•  Aim: Select the signal coming from a particular direction 
•  Requires multiple microphones 
•  Spatial "lter uses signals from all channels to extract the desired signal 
•  Remove residual decay and noise using spectral enhancement [Habets and Benesty, 

2013] 
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Beamforming II 

•  Time varying spatial "lter uses estimates of the direction of arrival and 
power spectral density of the desired source(s) and incorporates an 
arbitrary spatial response [Thiergart et al, 2013] 

•  For moving sources, online direction of arrival estimates using 
expectation maximisation looks promising, at least for modest amounts 
of reverbaration [Taseka and Habets, 2013] 
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Intelligibility Prediction 
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Recent	
  Methods	
   Descrip0on	
   Applica0on	
  

Hearing	
  Aid	
  Speech	
  Quality	
  Index–Intelligibility	
  (HASQI-­‐I)	
  
(Kates,	
  2013;	
  Kates	
  &	
  Arehart,	
  2010)	
  

Auditory	
  Model	
  +	
  correla8on	
  (intrusive)	
  –	
  aims	
  to	
  keep	
  
computa8onal	
  costs	
  low	
  /	
  implement	
  in	
  hardware	
  

Generic	
  /	
  Hearing	
  aids	
  

NSIM	
  
(Hines	
  et	
  al.,	
  2010)	
  

Auditory	
  Model	
  +	
  similarity	
  metric	
  (intrusive)	
   Generic	
  /	
  Hearing	
  aids	
  

(Chris8ansen	
  et	
  al.	
  2010)	
   Auditory	
  Model	
  +	
  correla8on	
  (intrusive)	
   Generic	
  /	
  8me-­‐frequency	
  weighted	
  noise	
  

Frac8onal	
  AI	
  
(Louizou	
  &	
  Ma,	
  2011)	
  

Modifica8on	
  to	
  the	
  ar8cula8on	
  index	
  to	
  allow	
  for	
  
predic8on	
  of	
  non-­‐linearly	
  amplified	
  audio	
  

8me-­‐frequency	
  weighted	
  noise	
  (NR)	
  

STOI	
  (Taal	
  et	
  al.,	
  2011)	
   Simplified	
  auditory	
  model	
  +	
  correla8on	
   Real-­‐8me	
  /	
  Generic	
  /	
  8me-­‐frequency	
  weighted	
  noise	
  (NR)	
  

Mul8-­‐sEPSM	
  
(Jogensen	
  et	
  al.,	
  2013)	
  

Auditory	
  Model	
  with	
  focus	
  on	
  envelope	
  SNR	
   Generic	
  /	
  non-­‐sta8onary	
  interferers	
  

•  Strong focus on current models to interpret the output of a model of the auditory periphery 

•  Also a strong focus on current models to predict intelligibility of audio programmes featuring both 
linear & non-linear processing (caused by noise reduction algorithms). 

•  In part, this is driven by the application of noise reduction algorithms to hearing aids. 



Intelligibility improvement via Personal Audio 

•  Using a superdirective array to strengthen high frequencies over a small region, intelligibility can be 
improved for the hearing impaired while not affecting normal hearing listeners (Galvez & Elliot 2013) 
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•  10-15 dB contrast for 1-8kHz using 4x8 array of hypercardioid loudspeakers.  



Modifying Speech to Boost Intelligibility 

•  Apply a noise shaped (in frequency) gain function (Sauert & Vary. 2006) 

•  Modi"cations in time and frequency by: 
•  Using a harmonic speech model & dynamic range compression (Erro et al., 2012) 

•  Optimising for a perceptual distortion metric based on an auditory model (Taal et al., 2012) 

•  Spectral shaping and dynamic range compression (Zorila et al., 2012) 

•  Comparison of modi"cation methods showed that speech pre-processing can enhance intelligibility 
more effectively than Lombard speech (Cooke et al. 2013) 
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Speech	
  Shaped	
  Noise	
   Compe8ng	
  Speech	
  

%	
  improvement	
  over	
  plain	
  speech	
   %	
  improvement	
  over	
  plain	
  speech	
  



Speech Intelligibility – Noise reduction 

•  Some noise reduction algorithms are deleterious to intelligibility (Hu & Loizou, 2007a&b Li et al., 2011) 

•  “one reason that existing algorithms do not improve speech intelligibility is because they allow 
ampli"cation distortions in excess of 6 dB” (Kim & Loizou, 2011) 

•  Spectral Subtraction and Minimum Mean Squared Error Spectral Subtraction reduced intelligibility, and 
Subspace Enhancement had no effect (Hilkhuysen et al., 2012) 

•  (ideal) Time-Frequency masking improves intelligibility but at the cost of quality (e.g. by introducing 
musical noise) (Brons et al., 2012) 
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[Hu & Loizou 2007b] 



Speech Intelligibility – Noise reduction 

•  Use of intelligibility models in the design stage of noise reduction algorithms. Five intelligibility 
prediction models tested in Hilkhuysen & Huckvale (2013) 

SII (ANSI 1997)      CSII (Kates & Arehart, 2005)      STOI (Taal et al., 2011)       sEPSM (Jorgensen & Dau, 2011)    fAI (Loizou & Ma, 2011) 

•  Predictions compared with subjective listening test - only fAI identi"ed the optimal NR parameters (and 
not uniquely) 
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[Hilkhuysen & Huckvale, 2013] 
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Speech Quality – Noise reduction 

•  In many scenarios noise reduction algorithms can reduce quality  
[Hu & Loizou 2007, Hu & Loizou 2008] 
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(Adapted	
  from	
  Hu	
  &	
  Loizou,	
  2007)	
  



Es8mated	
  

Quality	
  

Objective Speech Quality Estimation 

 
 
 
 

Application 
Plan, optimise, monitor, maintenance 

Signal Type 
NB/WB/SWB 
Monaural/binaural 

Source of input 
Parameter, Simulation, Measurement 

Inputs 
Params, Ref + Test Sig, Only Test 
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Network	
   Instrumental	
  
Model	
  

Output	
  Speech	
  

Full-­‐Reference	
  Signal-­‐Based	
  Model	
  
e.g.	
  PESQ,	
  POLQA,	
  ViSQOL	
  

(ITU-­‐T,	
  2001;	
  ITU-­‐T,	
  2009;	
  Hines	
  et	
  al.	
  2013)	
  

No-­‐Reference	
  Signal-­‐Based	
  Model	
  
e.g.	
  P.563,	
  ANIQUE+,	
  LCQA	
  	
  

(ITU-­‐T,	
  2004;	
  ANSI,2006;	
  Grancharov	
  ,	
  2006)	
  

Parametric	
  Model	
  
e.g.	
  E-­‐Model	
  (ITU-­‐T,	
  2009)	
  

Protocol-­‐Informa8on-­‐based	
  Hybrid	
  

(Figure	
  adapted	
  from	
  Moller	
  et	
  al.	
  2011)	
  

“Horses for Courses” - 
Match the Application to the Model 

Input	
  Speech	
  



Examples of Objective Speech Quality Estimation 
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Speech	
  	
  Quality	
  and	
  Intelligibility	
  
	
  for	
  Cochlear	
  Implants	
  

De-­‐reverberated	
  Speech	
  
(Falk,	
  2010;	
  Naylor,	
  2010)	
  

Ar8ficial	
  Bandwidth	
  Extension	
  
(Moller	
  et	
  al.,	
  2013)	
  

Dimension	
  based	
  Quality	
  	
  
(Côté,	
  2011)	
  

(Cosen8no	
  et	
  al.,2013;	
  
Kates	
  and	
  Arehart,	
  2010;)	
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